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What is imitation learning?

 How can we teach an agent to perform a task?

o Often there is an “expert” that already knows how to perform the task
> A human operator who controls a robot

> A black-box artificial agent that we can observe but not copy

> An agent with different embodiment
» The expert can demonstrate the task to create a training dataset & = {¢&.},

~ Each demonstration is a trajectory & = s, a4y, 51, a4y, - - -
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Today's lecture

Advanced IL methods

Hierarchical IL
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Behavior Cloning (BC)

 The simplest IL is just supervised learning:

~ Break trajectories into examples (s,, a,)

» Learn a function 7 : s = a, or a distribution z(a | §)

One possible loss: negative log-likelihood £ = — Z log n(a|s)
(5,0)EY
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The impact of inaccurate dynamics

St—1 S St41

* Errors in learning are unavoidable

 \What impact do they have on sequential behavior?

Bounded one-step error in a dynamical model Z |p1(s’\ s) — po(s'|s) | <e€

S

Can lead to growing error over time 2 | P1(s) — po(s)| < et

>
S

« The same holds for inaccurate learned z, compared to the teacher 7*

Image: Sergey Levine
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A policy is a (stochastic) function
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Image: Bojarski et al. 2016
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A policy is a (stochastic) function

environment S,
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observation action
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Inaccuracy in BC

= Y observations
+ * q ny(a;|o,)
actions
supervised
. T . . trainin '
* The state transition distribution is linear in the policy datag learning
P 15) = ) plo,] s)m(a,| 0)p(s,iy | 5. a)

- no data here!

- If the policy approximates the teacher r,(a, |0, ~ n*(a,|0,)
» The dynamics will also approximate teacher behaviorp, (s, | ;) & Pp(S.4 | 5)

e But errors do accumulate over time

> May reach states not seen in the training dataset
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But walt...

: NVIDIA

Video
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How did they do it?

Recorded
steering

wheel angle | Adjust for shift

Desired steering command

and rotation

Left camera }j
| | Random shift
Center camera_/, ™ ond rotation

' Right camera %

Network
computed
steering V
command |
CNN > —
A
Back propagation | Error
weight adjustment

augmented data to better cover test distribution

Image: Bojarski et al. 2016

Roy Fox | CS 277 | Winter 2021 | Lecture 2: Imitation Learning



IL challenges: modeling other agents is hard

» Are the agent and human observations different (0, OtH)?
» |s the state partially observable (0, # s,)?

> p(o,,]0,a,) # plo,. |0y ay, --.,0,a,), generally requiring my(a,| 0y, dy, - - -, 0,)
> Canuse RNNs f, : (h,_y,a,_,0,) — h,, or other memory models

- But memory state is latent iIn demonstrations

> Modeling memory is hard — prior structure may help
* |s there sufficient data”? Demonstrating is a burden!

 Are demonstrations consistent? Humans are fallible + some supervision is hard
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Modeling memory

environment S,_ St+1

.

l‘ o
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Modeling memory

environment S, 1 \y

5141
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Today's lecture

Behavior Cloning

Hierarchical IL
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DAgger: Dataset Aggregation

» Can we collect demonstration data for pﬂe(at)?

Algorithm 1 DAgger

Collect dataset D of teacher demonstrations
(00, ag,01,a%,...) ~ Dy

Train m on D

Fxecute my to get (0g, ag,...) ~ Dr,

Ask teacher to label af|o; ~ 7*

Aggregate (09, aj,01,a,...) into D

» Repeat!
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DAgger demo

2

- .
[t turns automatigally to"avoratrées

based on what its &me&s’ees
S 8

-y,

Video: Stéphane Ross
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DAgger: Dataset Aggregation

» Can we collect demonstration data for pﬂg(at)?

Algorithm 1 DAgger

Collect dataset D of teacher demonstrations
(00, ag,01,a%,...) ~ Dy

Train m on D

Fxecute my to get (0g, ag,...) ~ Dr,

Ask teacher to label af|o; ~ 7*

Aggregate (09, aj,01,a,...) into D

* Repeat!

. DAgger can reduce the imitation loss from O(eT?) to O(eT)
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Goal-conditioned Behavior Cloning

» Can we train one policy to reach multiple goals? m(a,|s,, )

> Assume goal = state that the agent should reach

e How can we know the goal in demonstrations & = Sos Ay S15 Ay oo o ?

> Require manual labeling?

 Hindsight: take each s, as the goal of the trajectory leading to it

S(), ao, coos St—l’ Clt_l, St — g

~ Supervised learning of z(a | s, g) from data points (s,, a,, s,/) for t' > t
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DART: Disturbances Augmenting Robot Training

] 1. o~ A
\ \/ 5

®

Off-Policy On-Policy DART

» Off-policy vs. on-policy learner
> On-policy = data comes from the learner's current policy

» Off-policy = data comes from another policy (another agent or past learner)
e |n off-policy IL (e.g. BC) learner may go off the teacher's support
* |[n on-policy IL (e.g. DAgger) learner initially goes off, until corrected

 DART: Increase the data support by injecting noise during demonstrations

> Force teacher into slight-error states, to see how they are fixed

Image: Laskey et al. 2017
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DART

 Noise = perturbation of actions

B(s's.a) = ) q@la)p(s'| s, @)

> |n continuous actions:d =a+¢; €~ N(0,2)

Optimize Noise

* Repeat:
] /_’—\
» Collect teacher demonstrations —

> Train agent with BC

> Optimize noise to force teacher towards agent distribution

Train Estimator

N
min nz::l J(6,0%|&,)

Collect Demonstrations

. - 7T9R
gn ~ p(€|9*7 /l/)n)

Image: Michael Laskey
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Grasping task

Behavior Cloning
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Today's lecture

Behavior Cloning

Advanced IL methods
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Modeling memory

environment S, 1 \y

 What is a good structure for memory??

5141
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HVIL: Hierarchical Variational Imitation Learning

l play tennis l

play tennis high-level

X

e e S low-level
: e
actions
n g states
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HVIL: Hierarchical Variational Imitation Learning

Move

Video: Fox et al. 2019
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Imitation Learning as inference

* Behavior Cloning with cross-entropy loss maximizes
logp, () = Z log my(a;| 0;) + const = log z(a | 0) + const
i

With latent execution structure m we have log z(a | 0) = log Z ry(m,a|o)

m

 Evidence Lower Bound (ELBO):

log zy(a|o) > -m‘O,aN%[log mg(m, a|o) —loggq,(m|a,o)]
« Inference network q¢(m | a, 0) samples execution structure m

» which guides training of the agent z,(m, a | o)
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Hierarchical Variational Imitation Learning (HVIL)

b

* Inference network decomposes as log po -[hi ;) conv net

Ot+1 Q¢41

vy

conv het

o

T

Q¢(m ‘ aa 0) — H q¢(prOCedure Step i ‘ a, 0) U; [ bidirectional RNN

§

4

e Bidirectional RNN summarizes demonstration

log qg(-|hi, -

)

|

mask }

* |nto posterior context [Fraccaro et al., NeurlPS 2016] |_>

,_I
}

e Qutput masked to ensure consistent steps softmax.

142

[F., Shin, Paul, Zou, Song, Goldberg, Abbeel, and Stoica, arXiv 2019]

=

U;

Roy Fox | CS 277 | Winter 2021 | Lecture 2: Imitation Learning



training

data
observatlons
» q (at|oy)
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