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Logistics

assignments

• Quiz 1 has been graded


• Quiz 3 due next Monday


• We'll discuss Exercise 1 after the grace days


• Exercise 2 due next Friday
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model-based model-free

Monte Carlo (MC)

Temporal Difference (TD)

(on-policy)

Temporal Difference (TD)

(off-policy)

Recap: policy evaluation

Vπ(s0) = 𝔼ξ∼pπ
[R |s0]

Vπ(s) = 𝔼a|s∼π[r(s, a) + γ𝔼s′￼|s,a∼p[Vπ(s′￼)]]

ξ ∼ pπ V(s0) → R(ξ)

s, a, r, s′￼ ∼ pπ V(s) → r + γV(s′￼)

s, a, r, s′￼ ∼ pπ′￼
Q(s, a) → r + γ𝔼a′￼|s′￼∼π[Q(s′￼, a′￼)]Qπ(s, a) = r(s, a) + γ𝔼s′￼|s, a ∼ p

a′￼|s′￼∼ π
[Qπ(s′￼, a′￼)]]

MF

θ

DP

π′￼

max
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maxmax

model-based model-free

Monte Carlo (MC)

Temporal Difference (TD)

(on-policy)

Temporal Difference (TD)

(off-policy)

Recap: policy evaluation

Vπ(s0) = 𝔼ξ∼pπ
[R |s0]

Vπ(s) = 𝔼a|s∼π[r(s, a) + γ𝔼s′￼|s,a∼p[Vπ(s′￼)]]

ξ ∼ pπ V(s0) → R(ξ)

s, a, r, s′￼ ∼ pπ V(s) → r + γV(s′￼)

s, a, r, s′￼ ∼ pπ′￼
Q(s, a) → r + γ𝔼a′￼|s′￼∼π[Q(s′￼, a′￼)]Qπ(s, a) = r(s, a) + γ𝔼s′￼|s, a ∼ p

a′￼|s′￼∼ π
[Qπ(s′￼, a′￼)]]

improvement

max
a

Value Iteration

max
a′￼

max
a′￼

Q-learning

MF

θ

DP

π′￼
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Algorithm DQN
Initialize \, set \̄  \

B reset state
for each interaction step

Sample 0 ⇠ n-greedy for &\ (B, ·)
Get reward A and observe next state B

0

Add (B, 0, A, B0) to replay buffer D
Sample batch (ÆB, Æ0, ÆA, ÆB0) ⇠ D

H8  
(
A8 B

0
8
terminal

A8 + W max00 &\̄
(B0

8
, 0
0) otherwise

Descend L\ = (ÆH �&\ (ÆB, Æ0))2

every )target steps, set \̄  \

B reset state if B0 terminal, else B B
0

Deep Q-Learning (DQN)
MF

θ

DP

π′￼

max

[Mnih et al., 2015]
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Today's lecture

Policy Gradient

Actor–Critic PG

Advantage estimation
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Value-based vs. policy-based methods

policy evaluation

policy improvement

Qθ(s, a)

arg max
a

Qθ(s, a)

value-based

πθ(a |s)

𝔼ξ∼pθ
[R(ξ)]

policy-based
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Policy Gradient (PG)

• Gradient-based learning: 


‣ Can estimate expectation with samples


• Policy-Gradient RL: , with 


‣ Can we also use samples ?


• The sampling distribution itself depends on 


‣ Data must be on-policy


‣ Cannot backprop gradient through samples

θ → θ − ∇θ𝔼x∼D[ℒθ(x)]

θ → θ + ∇θJθ Jθ = 𝔼ξ∼pθ
[R]

ξ ∼ pθ

θ
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Score-function gradient estimation

• Log-derivative + chain rule: 


• Log-derivative / score-function / REINFORCE trick:


 


‣ Allows estimating  using samples 

∇θlog pθ(ξ) =
1

pθ(ξ)
∇θ pθ(ξ)

∇θJθ = ∑
ξ

R(ξ)∇θ pθ(ξ)

= ∑
ξ

R(ξ)pθ(ξ)∇θlog pθ(ξ)

= 𝔼ξ∼pθ
[R(ξ)∇θlog pθ(ξ)]

∇θJθ ξ ∼ pθ
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REINFORCE
• To find , sample , then:


 


‣ Model-free, but on-policy and high variance (like MC)


∇θJθ = 𝔼ξ∼pθ
[R(ξ)∇θlog pθ(ξ)] ξ ∼ pθ

∇θlog pθ(ξ) = ∇θ(log p(s0) + ∑
t

log πθ(at |st) + log p(st+1 |st, at))
= ∇θ ∑

t

log πθ(at |st)

<latexit sha1_base64="mrDLueFLsBjaif9qKVqsrbFlCDs=">AAACjHicZZDPbtNAEMbX5l8xUFI4clmRHlIJRU5V6KGqVKm0Si9QDG4rdSNrbQ/OiPXuyp40LSbPxNNw4AKvwqZYqdrMZWdnft83s5tahTWF4W/Pv3f/wcNHK4+DJ0+frT7vrL04qc2kyiDOjDLVWSprUKghJiQFZ7YCWaYKTtNv+/P+6QVUNRr9ha4sjEpZaPyKmSRXSta8oUihQN2UqNHKAmbn2agJ+9tvBcElTTGn8SxoGakKUyGNy9n5cBSITNq5SRMdHH04/BjtHyyDmLnaZ5IEzZFGQqnwO/B1YTERNAaS664fgQVJAectGRmluJmQ4y6RixpLbm/wBRbb3B186ubwopI5gnaSgosCqOZRz4k3nHpSJsSFlqmSrQkXyjhssUNPOuIHrxPamK8Ta0IVCND5nXfcqrT3xbcFSacb9sPr4MvJoE26rI3jpPNGoLYTanLj3ANRgYZpZspSOt/5Zjezmmv7wV2z5eRksz9419/6tNnde98OWmGv2GvWYwO2zfbYkB2zmGXeT++X98f766/6W/6Ov/sf9b1W85LdCv/wH3tkxNU=</latexit>

Algorithm REINFORCE

Initialize c\
repeat

Roll out b ⇠ ?\
Update with gradient 6  '(b)ÕC r\ log c\ (0C |BC)

MF

θ

DP

π′￼

max

[Williams, 1992]
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PG example: Gaussian policy
• How to represent continuous-action policy?


‣ One way: Gaussian policy 


• Log-probability:  


‣ Where  is the Mahalanobis norm


• Policy Gradient:


 


‣ Update  toward , more so the higher the return

πθ(a |s) = 𝒩(a; μθ(s), Σ)

log πθ(a |s) = − 1
2 ∥a − μθ(s)∥2

Σ−1 + const

∥x∥2
P = x⊺Px

gθ(ξ) = R(ξ)∇θlog pθ(ξ) = R(ξ)∑
t

Σ−1(at − μθ(st))∇θ μθ(st)

μθ(st) at
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PG: minimizing reward-surprisal
 


• Surprisal = 


‣ Update  toward being less surprised by high return


• Surprisal can get very large for unlikely actions


‣ Particularly if we try to converge  for suboptimal actions


‣ ⇒ gradient estimator can have high variance


• Coming up: variance reduction through critics and baselines

gθ(ξ) = R(ξ)∑
t

∇θlog πθ(at |st)

−log πθ(a |s)

θ

πθ(a |s) → 0
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Today's lecture

Policy Gradient

Actor–Critic PG

Advantage estimation
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Don't let the past distract youDon't let the past distract you
• In , both  and  are sums over time


• In finite horizon:


 

∇θJθ = 𝔼ξ∼pθ
[R(ξ)∇θlog pθ(ξ)] R log pθ

∇θJθ = ∇θ𝔼ξ∼pθ
[R(ξ)] =

T−1

∑
t′￼=0

∇θ𝔼ξ≤t′￼∼pθ
[rt′￼

]

=
T−1

∑
t′￼=0

𝔼ξ≤t′￼∼pθ
rt′￼∑

t≤t′￼

∇θlog πθ(at |st)

=
T−1

∑
t=0

𝔼ξ∼pθ
[R≥t(ξ)∇θlog πθ(at |st)]

independent of the future

score-function trick

switch summation order

only future return 
⇒ less variance
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PG with discounted returns
• In discounted horizon:


 


•  is discounted by ; should it be?


‣ Neglects data from ; should it?


• If discounting isn't real, just a computational / statistical trick


‣ Don't discount by  (most algorithms don't)

∇θJθ = ∑
t≤t′￼

𝔼ξ∼pθ
[γt′￼rt′￼

∇θlog πθ(at |st)]

= ∑
t

γt𝔼ξ∼pθ
[R≥t(ξ)∇θlog πθ(at |st)]

R≥t(ξ)∇θlog πθ(at |st) γt

t ≫ 1/(1 − γ)

γt
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Reducing variance through value estimation
• The past in  is terms we can't control ⇒ ignore to reduce variance


• The future  is still high-variance ⇒ estimate with TD


‣ Replace  with 


• But is it correct?


 

R(ξ)

R≥t(ξ)

R≥t(ξ) Qπθ
(st, at) = 𝔼ξ∼pθ

[R≥t(ξ) |st, at]

∇θJθ = ∑
t

γt𝔼ξ∼pθ
[R≥t(ξ)∇θlog πθ(at |st)]

?= ∑
t

γt𝔼(st,at)∼pθ
[Qπθ

(st, at)∇θlog πθ(at |st)]
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Policy-Gradient TheoremPolicy-Gradient Theorem
• Apply chain rule on the value gradient:


 


• Here back-propagating gradients is like a Bellman recursion


‣ With pseudo-reward 


 

∇θVπθ
(s) = ∇θ𝔼(a|s)∼πθ

[Qπθ
(s, a)]

= ∑
a

Qπθ
(s, a)∇θπθ(a |s) + πθ(a |s)∇θQπθ

(s, a)

= 𝔼(a|s)∼πθ
[Qπθ

(s, a)∇θlog πθ(a |s) + γ𝔼(s′￼|s,a)∼p[∇θVπθ
(s′￼)]]

r̃(s, a) = Qπθ
(s, a)∇θlog πθ(a |s)

∇θJθ = ∑
t

γt𝔼(st,at)∼pθ
[r̃t(st, at)] = ∑

t

γt𝔼(st,at)∼pθ
[Qπθ

(st, at)∇θlog πθ(at |st)]

product rule

[Sutton et al., 2000]
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actor  
uses critic to improve

πθ(a |s)

Actor–Critic (AC) methods

policy evaluation

policy improvement

critic  
evaluates actor

Qϕ(s, a)
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Actor–Critic PG
<latexit sha1_base64="xGYjsd/zFa/iWsfBDIAbdKjGQNw=">AAAHKHictVPbbhMxEJ0G2JblltJHXlakSIlURUnF5bWo5SYEJKFpK5Eq2ovZWN0bu5u2dMkP8TW8ob7yCXwBx14XkqxCIlHWWns8PnPGHh9bkceTtNE4XypduXpNW165rt+4eev2nfLq3b0kHMY269qhF8YHlpkwjwesm/LUYwdRzEzf8ti+dbQt1vePWZzwMNhNP0fs0DfdgH/ktpnCFa6WftID6pFFjFziFFBGvhw5RWTCx2hEH8imQ6w0qE5P6BHwKfyn6E+AczAOgNILTCZ5sEOKMRcYX3K9BFeOtYGIsMKBEfgOPaNX9Jae0zvY25gtxsrBdIF8D58p95eBK5AYLmM4ncFr0DpQEWZ9eY4BfCJi/TdDB54Iv2ARHgNtkreD7B6agXEIX855Ck6BTDD6sKIZGYp8XWAdNTNkTUWUgVPG8DqYM5wkz+PKaFdyJrA7VFW5ayr7ENn7Et1DlInaeegn9yLWPOw+ZytWoyojBMcX/Im0a2M16sr9cHDkc7E/Z+7dzEZNI4oa1NEuS6eLq7So0afwpAJtrEGhsdKXjSq16AX6KrXRH4M/lkoQUbWFsl5U6l80bKAXFRSItlyNsMrVzU1r+3KVPU/Xs/f8R/FFfU8qevxMVaXLDXnqXKH/S/PzzzZZ7fEzvYFODHnTBu3SjrqJ8Re0yPuZ93r++nb65Uqj3pCfUTSayqiQ+lr98kaPB9EwzZzQHul6L2YBO7FD3zcDJ+ulA2Z6bhjzdOCPspGgb06TFY29zXrzcf1he7OytaMSrdA9uo/CN/Fct/DkWiiLrb3WPmlnWqZ91b5p37XzHFpaUjFrNPFpP34B6Rtdiw==</latexit>

Algorithm Actor–Critic PG (Q version)
Initialize c\ and &q

repeat
Roll out b ⇠ ?\
Update c\ with 6  Õ

C &q (BC , 0C)r\ log c\ (0C |BC)
Update &q with MC or TD

<latexit sha1_base64="/1+5x4Kn2W8UT5IkJNpaTJEAdBE=">AAAKnHiczVPbbtNAEJ2WAo25NKWPSMgiRUrUKkoqLq9FDTehQhIatxKpIsdekhW+yXbagskf8Q98Bx/AK/wCZ9cG4piQgNIWW96dnT1zZnc8p+tZPAgrlc8LixeWLl66vJxTrly9dn0lv3pDC9yBb7CW4Vquf9DVA2Zxh7VCHlrswPOZbncttt99uyP294+YH3DX2QvfeezQ1nsOf8MNPYTLXV36SHeoTV1i1CNODkVky5mTRzp8jIb0mgw6xE6FyvSA7gEfwn+C8Rg4E3MfKCXDpJMF2yUfa4GxJddTcMVYAwgPOxwYgW/SI3pGL+gxvYS9g9VsrBxMP5Cv4NPl+SJwORLDZQyn9/CqtA6Uh1VH3qMPn4hY/8nQhMfDJ1iER8Wb5m0iu4VXxTyAL+Y8AadABphtWN6EDFm+FrBmslJlTUWUilv68JpYM9wkztOT0T3JGcBuUjHJXUqyD5C9I9FtROmonYUxfRaxZ+H0MVu2GkUZITg+4AukXRqpUUueh4MjXovzmVP/zWTUOCLbg8pvOuH8OvUhPKHAq2voUz/pMgO1qtMTjEVqYDxCBl/2g4gqnWk3qxhFLQWiIXc97PL/qM8nn/yXArL9nu7w0ZsVkz7dlHePO/b0NDD9dumqj95qFz2jyn+u0h7VzllV89LU7Ir6Fz1pE/Q0q5rmpSUto6VxJc1XR2ehoiLqFVsbCU7Hni01omUUFgG5QVWcTujr9DQ2/ebaXyksra9Z1DVNW39UVidfqJQr8lGzRjUxCpQ89U5+s80dbxBGpmsMFaXtM4cdG65t644ZtcM+062e6/Owbw+joaCvjpNlDW2rXL1fvtvYKmzXkkTLdJNuo/BViHkbgqyjLEbuU+5L7mvum3JLqSnPld0YuriQxKxR6lG074i093A=</latexit>

Algorithm Actor–Critic PG (V version)
Initialize c\ and +q

repeat
Roll out b ⇠ ?\
Update c\ with 6  Õ

C (AC +W+q (BC+1))r\ log c\ (0C |BC)
Update +q with MC or TD

MF

θ

DP

π′￼

max
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Today's lecture

Policy Gradient

Actor–Critic PG

Advantage estimation



Roy Fox | CS 277 | Winter 2026 | Lecture 5: Policy-Gradient Methods

Baselines

• Constant shift  in return doesn't matter for the policy gradient


 


• But it can make a huge difference in its variance


‣ Consider  vs. , with uniform 


• Making  zero-mean (minimum ) is a good rule of thumb:


‣ Update  (approaches the expected return)


‣ Estimate 

b

𝔼ξ∼pθ
[(R(ξ) − b)∇θlog pθ(ξ)] = ∇θ𝔼ξ∼pθ

[R(ξ) − b] = ∇θJθ

𝔼[xy] 𝔼[x(y + 100)] (x, y) ∈ {−1,1}2

y − b 𝕍[y − b]

b → R(ξ)

∇θJθ ≈ (R(ξ) − b)∇θlog pθ(ξ)

 independent of 𝔼[b] = b θ
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State-dependent baselines

• What can  depend on?


 


‣ As long as  is independent of  given  (i.e. not caused by )


• Updating  ⇒ we're learning 


• In the TD PG version:


 

b

𝔼(st,at)∼pθ
[b∇θlog πθ(at |st)] = 𝔼st∼pθ

[∇θ𝔼(at|st)∼πθ
[b]] = 0

b at st πθ(at |st)

b(st) → R≥t(ξ) Vπθ

∇θJθ = ∑
t

γt𝔼(st,at)∼pθ
[(Qπθ

(st, at) − Vπθ
(st))∇θlog πθ(at |st)]
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Advantage estimation
• Advantage function: 


• AC PG with baseline: 


• How to estimate  using a critic ?


‣ MC:


 


‣ TD:


 

Aπ(s, a) = Qπ(s, a) − Vπ(s)

∇θJθ = ∑
t

γt𝔼(st,at)∼pθ
[Aπθ

(st, at)∇θlog πθ(at |st)]

A(s, a) Vϕ(s)

A(st, at) ≈ R≥t(ξ) − Vϕ(s)

A(s, a) ≈ r + γVϕ(s′￼) − Vϕ(s)
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Advantage Actor–Critic (A2C)

<latexit sha1_base64="mlNMMjSOTLTR9jtlPYMVZ8E0fyI=">AAAOPHic7VZNb9NAEJ0WKCVgaOmRi0WKlKolSiI+TkhFLVAkPtLQuJVIiRx7SVb4S7bTFtIcucI/4n9w54a4cubt2qR23bQ5tLQgHHk9O/v2zc7sPCktz+JBWCp9HRs/d/7CxMXJS7nLV5Sr16amr2uB2/UNVjdcy/U3WnrALO6weshDi214PtPtlsXWW++WxPr6FvMD7jpr4XuPbdp62+FvuaGHcLnTE7t0ixrUIkZt4uRQj2z55eSRDh+jPr0mgzaxUqIi3ae7wIfw72DcBs7EtwNULsOkkwXbJR9zgbEl1wq4IqwBhIcVDozA1+gRPaUX9Jhewl7CbDRWDqbfyFfw6fJ8PXA5EsPlHk4f4FVpFigPs6bMowOf2DE7YKjB4+EVLMKj4pfmrSG6hZ+Kbxe+iHMHnAIZ4GvD8oZEyPLVgTXjmSprKnapyNKH18ScIZMoTlvubkvOAHaNCnHsuTh6F9GbEt3ALh21szCmzyLWLJw+YstWoyB3CI5dvIG05xI1qsvzcHBEc3E+88i7GY7aj8j2YO6ATji9Tn0ITyjw6gz61I+7zECtqvQEY4FWMW4hgi/7Qeya+6PdrGIUtRSIVbnqYZWfoT4ffvI9BWT7Pd3hycwKcZ8uyNyjjj05DRydXbrqyayeo2dUeecqrdHyf1WNrCrtDKlK+2dVVcDrx/Z8jNSxakvVaBnN9YCcpzJOKBR3uqrT/hLVHZfmRlfcQXozoSZd5h/FVYdqcJRYe7iTUth+fR2vukbR1jIsa9DJ6b4+TE81qZNGXOUQ8ZL/224fqKvwhPWUzVdkF+AW2eAOniVOpdKDY8/tDVUGd5tU4ig6PEqFh2qwOZUvFUvyUbNGOTbyFD/V5tRCgzteN+yZrtHP5Ro+c9i24dq27pi9RthhutV2fR527H6vL+jL+8myhlYplu8V76xW8osrcaBJukE3UaQyZL8I6VZRFkNpKh+VT8pn5YvyTfmu/Iig42PxnhlKPcrPX+fhmuM=</latexit>

Algorithm Advantage Actor–Critic
Initialize c\ and +q

repeat
Roll out b ⇠ ?\
Update �\  Õ

C ('�C (b) �+q (BC))r\ log c\ (0C |BC)
Descend !q =

Õ
C ('�C (b) �+q (BC))2

MF

θ

DP

π′￼

max

[Mnih et al., 2016]
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Practical considerations: param sharing

• Separate parameters:


• Shared parameters:


‣ Can be more data efficient


‣ Can be less stable

critic

actor

Vϕ(s)

πθ(a |s)

s

s

critic

actor

Vϕ(s)

πθ(a |s)
s



Roy Fox | CS 277 | Winter 2026 | Lecture 5: Policy-Gradient Methods

Practical considerations: distributed comp.
• Serial execution


• Synchronous parallel execution


• Asynchronous parallel execution (A3C)


simulate to collect data

take gradient step

[Mnih et al., 2016]
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• Constant baseline





• State-based baseline (MC)





• State-based baseline (TD)


∇θJθ ≈ (R≥t − b)∇θlog πθ(at |st)

∇θJθ ≈ (R≥t − Vϕ(st))∇θlog πθ(at |st)

∇θJθ ≈ (rt + γVϕ(st+1) − Vϕ(st))∇θlog πθ(at |st)

Comparing advantage estimators
bias variance

none high

some lower

none mid

one gradient 
per trajectory

 is approximateVϕ

state-dependent 
baseline
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Multi-step TD

• 1-step TD: 


• 2-step TD: 


...


• -step TD: 


• In the limit (MC): 

A1
t = rt + γV(st+1) − V(st)

A2
t = rt + γrt+1 + γ2V(st+2) − V(st)

n An
t = rt + ⋯ + γn−1rt+n−1 + γnV(st+n) − V(st)

A∞
t = −V(st) + rt + γrt+1 + ⋯
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• How to choose ?


‣ Any specific  is hard truncation of the window of evidence we consider


• Instead, use exponential window


‣ Take -step TD with weight proportional to , where 


 


• Generalized Advantage Estimation (GAE( )): 


‣ GAE(1) = MC; GAE(0) = 1-step

n

n

n λn 0 ≤ λ ≤ 1

Aλ
t = (1 − λ)∑

n

λn−1An
t = ∑

Δt

(λγ)Δt(rt+Δt + γV(st+Δt+1) − V(st+Δt))

λ ∇θJθ ≈ Aλ
t ∇θlog πθ(at |st)

TD( )λ

[Schulman et al., 2015]

A1
t+Δt
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Recap

• Policy Gradient = take the gradient of our objective w.r.t. policy parameters


‣ Model-free, but on-policy and high variance


• Variance reduction:


‣ Past rewards are independent of future actions


‣ TD value estimation


‣ Baselines, possibly state-dependent


‣ TD( ) to trade off bias and varianceλ


