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Logistics

assignments
• Quiz 3 due next Monday


• Exercise 2 due next Friday
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Today's lecture

Convergence of RL

Continuous action spaces

Trust-region methods

Advantage estimation (cont.)
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Comparing advantage estimators

• Constant baseline





• State-based baseline (MC)





• State-based baseline (TD)


∇θJθ ≈ (R≥t − b)∇θlog πθ(at |st)

∇θJθ ≈ (R≥t − Vϕ(st))∇θlog πθ(at |st)

∇θJθ ≈ (rt + γVϕ(st+1) − Vϕ(st))∇θlog πθ(at |st)

bias variance

none high

some lower

none mid

one gradient 
per trajectory

 is approximateVϕ

state-dependent 
baseline
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Multi-step TD

• 1-step TD: 


• 2-step TD: 


...


• -step TD: 


• In the limit (MC): 

A1
t = rt + γV(st+1)−V(st)

A2
t = rt + γrt+1 + γ2V(st+2)−V(st)

n An
t = rt + ⋯ + γn−1rt+n−1 + γnV(st+n)−V(st)

A∞
t = −V(st) + rt + γrt+1 + ⋯
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TD( )λ
• How to choose ?


‣ Any specific  is hard truncation of the window of evidence we consider


• Instead, use exponential window


‣ Take -step TD with weight proportional to , where 


 


• Generalized Advantage Estimation (GAE( )): 


‣ GAE(1) = MC; GAE(0) = 1-step

n

n

n λn 0 ≤ λ ≤ 1

Aλ
t = (1 − λ)∑

n

λn−1An
t = ∑

Δt

(λγ)Δt(rt+Δt + γV(st+Δt+1) − V(st+Δt))

λ ∇θJθ ≈ Aλ
t ∇θlog πθ(at |st)

[Schulman et al., 2015]

A1
t+Δt
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Recap

• Policy Gradient = take the gradient of our objective w.r.t. policy parameters


‣ Model-free, but on-policy and high variance


• Variance reduction:


‣ Past rewards are independent of future actions


‣ TD value estimation


‣ Baselines, possibly state-dependent


‣ TD( ) to trade off bias and varianceλ
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Today's lecture

Convergence of RL

Continuous action spaces

Trust-region methods

Advantage estimation (cont.)
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Backup operator

• Value recursion: 


• In matrix notation:


 


‣ where , 


• Can be solved with linear algebra:


 


• The inverse always exists for  because  has spectral radius 1

Vπ(s) = 𝔼(a|s)∼π[r(s, a) + γ𝔼(s′￼|s,a)∼p[Vπ(s′￼)]] = 𝒯π[Vπ](s)

⃗vπ = ⃗rπ + γPπ ⃗vπ

rπ(s) = 𝔼(a|s)∼π[r(s, a)] Pπ(s, s′￼) = 𝔼(a|s)∼π[p(s′￼|s, a)]

⃗vπ = (I − γPπ)−1 ⃗rπ

γ < 1 Pπ

largest eigenvalue magnitude

MF

θ

DP

π′￼

max

linear backup operator

 P
|𝒮 | × |𝒮 |

s

s′￼

 P
|𝒮 | × |𝒮 |

 ⃗v
|𝒮 |

⋅ ⃗r
|𝒮 |

+ γ
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Bellman operator

• Bellman operator:  


‣ Action-value version: 


• Value Iteration = iteratively apply 


• Why is this guaranteed to converge?  is a contraction:

 




•  is the unique fixed point

𝒯[V](s) = max
a

r(s, a) + γ𝔼(s′￼|s,a)∼p[V(s′￼)]

𝒯[Q](s, a) = r(s, a) + γ𝔼(s′￼|s,a)∼p[max
a′￼

Q(s′￼, a′￼)]

𝒯

𝒯

∥𝒯[V1] − 𝒯[V2]∥∞ ≤ max
s,a

γ𝔼(s′￼|s,a)∼p[V1(s′￼) − V2(s′￼)] ≤ γ∥V1(s′￼) − V2(s′￼)∥∞

V* = 𝒯[V*]
replace  with 𝔼s′￼

max
s′￼

MF

θ

DP

π′￼

max

max norm
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Q-Learning convergence

• Q-Learning: 


‣ In iteration , use learning rate 


• Robbins–Monro: converges to  with probability 1 (almost surely) if:


‣ , implying  faster than 


‣ , implying  not faster than 


• Example:  (like in averaging)

Q(s, a) →α r + γ max
a′￼

Q(s′￼, a′￼)

i αi

Q*

∑
i

α2
i < ∞ αi → 0 i−1/2

∑
i

αi = ∞ αi → 0 i−1

αi = i−1

in expectation, this is 𝒯[Q]

MF

θ

DP

π′￼

max



Roy Fox | CS 277 | Winter 2026 | Lecture 6: Advanced Model-Free RL

Fitted Value Iteration
• Bellman (TD) error: 


• Minimizing the square error is a projection


 


• If  is convex, the projection is a non-expansion


 


• Composition of contractions contracts; but norms mismatch ( : ; : )


‣ So  is generally not a contraction ⇒ no convergence guarantee for FVI

𝒯[Vθ̄](s) − Vθ

𝒫[V′￼] = Varg minθ∈Θ ∥V′￼−Vθ∥2
2

Θ

∥𝒫[V′￼1] − 𝒫[V′￼2]∥2
2 ≤ ∥V′￼1 − V′￼2∥2

2

𝒯 L∞ 𝒫 L2

𝒫𝒯

V′￼

𝒫

Θ

MF

θ

DP

π′￼

max
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But isn't DQN just SGD?
<latexit sha1_base64="ivZhiA3FiKZDfZXNKOLLTQwENgo=">AAAI13icrVVLb9tGEGYerVn15STHXgY1U1mtZMhGHqcCKeI4CRC0UWIlKUJXWC5H0iLkkthd2VEJIrei16K/Ln+lp86SFFVKcpCg2YuWs7PfPL5vR0EaCW36/bcXLl66/MmnW+5nrc+/+PKrr7evXH2mk5niOORJlKgXAdMYCYlDI0yEL1KFLA4ifB68umvPn5+i0iKRx2ae4knMJlKMBWeGTKMrW39f9wOcCJnFQoqUTTB/yU+y/t7tm77B1+ZMhGaatxZOLJokSphpnL98cEJWzlKLkw16j5ApKeRkg6/g1vjUMIPZQymMYJH4HcEbeEu7p8GfoNEeKNRoQFurPX6CKTLTug5QeR6zVwg6iREYt7HBYxanPn+CHMUpEs4ZUyF4qnH6S6BR0amk2sog4Ol2w2WYhoV5sKu7wDrgmwSqkjh1Whe+din4DnS7aFMGBhV1kEU5+P7S4QeqisUxAz9mr0cZa+dAsG3CbXfodnk3MVNUZ0JjheyjDKtQjcQ29gjEuKigTqALGGlbVekMZXX+UBoR0a/FXmGmYVoYajm0Wh9FIU9ZTHqWk55VawhHwhj6GfQeUt6FFj9AOD41zBSsr8ujiEPagIAZPgVv1z9Fnum8C8WG5USoFjERMms09wgpHWKazmYRM4myH9TAJo5a4Oi83WncP0TNqW+UXMzMlLMoe5SPykThR1jcXhVElZOVBX0ETGXllTxf5N2uEyfF9MitdNhQVue3g//L9PsQvZHnmubDwc/rLjb4+TR2wYrZ+2/1lXRrnt89JPyjRN1jfJoJacVUTgVtMM1bq7LwWMU+plpEifR6E0XEz2FMhHt1c+nh+zxMjKW4hrhPEZdDBRiRnZw3TepLP4XkXQySLiiqlFRjhaUwjdgcgtl4jBTYv5sd5t56uudpuNo01FgVtorkzUdi0c7GEKtGFJ3aKTYSm+bY0mfTIFtVrEU5d7KtD7YPejrz/J3iL7VfIyL95c3BO6YMizwMU9SBPPcKWej3UNzHGLr+PRmSNFvrL3H1Ia68w9H2Tn+vXyxY3+xXmx2nWo9H211fyHRmsjDh9hkrlHjGE+KLcG1Ny1hZAb+/Cra+eXawt39r78bgYOfOURXIdb5xvnV2nX3ntnPHeeA8doYO3/rHBbfjfu/+6r5x/3D/LF0vXqjuXHMay/3rXxLv8RI=</latexit>

Algorithm DQN
Initialize \, set \̄  \

B reset state
for each interaction step

Sample 0 ⇠ n-greedy for &\ (B, ·)
Get reward A and observe next state B

0

Add (B, 0, A, B0) to replay buffer D
Sample batch (ÆB, Æ0, ÆA, ÆB0) ⇠ D

H8  
(
A8 B

0
8
terminal

A8 + W max00 &\̄
(B0

8
, 0
0) otherwise

Descend L\ = (ÆH �&\ (ÆB, Æ0))2

every )target steps, set \̄  \

B reset state if B0 terminal, else B B
0

moving target 
≠ SGD

MF

θ

DP

π′￼

max
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Is PG just SGD?

• The gradient is unbiased for 


• The objective  changes with , but so does  in general ML


• But the data distribution changes


• Still, convergence guaranteed as long as we avoid    [Agarwal et al., 2021]

∇θJθ

Jθ θ 𝔼x∼D[Lθ(x)]

π(a |s) = 0

<latexit sha1_base64="mrDLueFLsBjaif9qKVqsrbFlCDs=">AAACjHicZZDPbtNAEMbX5l8xUFI4clmRHlIJRU5V6KGqVKm0Si9QDG4rdSNrbQ/OiPXuyp40LSbPxNNw4AKvwqZYqdrMZWdnft83s5tahTWF4W/Pv3f/wcNHK4+DJ0+frT7vrL04qc2kyiDOjDLVWSprUKghJiQFZ7YCWaYKTtNv+/P+6QVUNRr9ha4sjEpZaPyKmSRXSta8oUihQN2UqNHKAmbn2agJ+9tvBcElTTGn8SxoGakKUyGNy9n5cBSITNq5SRMdHH04/BjtHyyDmLnaZ5IEzZFGQqnwO/B1YTERNAaS664fgQVJAectGRmluJmQ4y6RixpLbm/wBRbb3B186ubwopI5gnaSgosCqOZRz4k3nHpSJsSFlqmSrQkXyjhssUNPOuIHrxPamK8Ta0IVCND5nXfcqrT3xbcFSacb9sPr4MvJoE26rI3jpPNGoLYTanLj3ANRgYZpZspSOt/5Zjezmmv7wV2z5eRksz9419/6tNnde98OWmGv2GvWYwO2zfbYkB2zmGXeT++X98f766/6W/6Ov/sf9b1W85LdCv/wH3tkxNU=</latexit>

Algorithm REINFORCE

Initialize c\
repeat

Roll out b ⇠ ?\
Update with gradient 6  '(b)ÕC r\ log c\ (0C |BC)

MF

θ

DP

π′￼

max
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Today's lecture

Convergence of RL

Continuous action spaces

Trust-region methods

Advantage estimation (cont.)
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Continuous actions spaces
• What do we need for policy-based methods?


‣ For rollouts: given , sample from 


‣ For policy update: given  and , compute 


• What do we need for value-based methods?


‣ For rollouts: given , compute 


‣ For value updates: given , compute 


• How can we use value-based methods with continuous action spaces?

s πθ(a |s)

s a ∇θlog πθ(a |s)

s arg max
a

Qθ(s, a)

s max
a

Qθ(s, a)

can do for large / continuous 
action spaces?
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Idea 1: DQN with stochastic optimization

• Think of  as an optimization problem, solved in inner loop


‣ Example: stochastic optimization = learn ad-hoc approximately greedy policy 


• Run value-based algorithm; whenever it needs  search for it:


max
a

Q(s, a)

π

max
a

Q(s, a)
<latexit sha1_base64="IdAz0EH1LE44EcXSiL1MEOc2R90=">AAAEBHicjVNNb9NAEJ10+SjmKy1HQLJIJECqUruCckKqhFTBAamlJKlEquBstskqtteyNy1g5cqv4Ya48j/4N7ydGKlJqGCl9c68efNmdmwPslgXNgh+1dbElavXrq/f8G7eun3nbn1js1OYaS5VW5rY5MeDqFCxTlXbahur4yxXUTKIVXcweeXi3TOVF9qk7+3nTJ0k0SjVp1pGFpDZqH2kHg1I0Yg0pVRSwqemjCJgimb0gSSdIBJQi17Qc/At8E94noM3xDkGy1vSiSiGbSiH7xgJK72GkmNKxDPgGgzHPoJtgI6BF4xL8oHMOa6nL4j84f9PNacw5zntiHsu6Q3fzem4DKeqUKcJVgavWWW8A5phuywPcX9J5QhWAkZcZUfUp5C2mBdjIga8gn0XmTBe8D38hUp/U1asKuE75Qltw27CtjwNn8648yk4BTMO6cmFWpqeMvuUZ+HiGs+X2Kv9+VC/rI99ntLFycw78Hm6rjZu7j/gbjXnFP7DanptzNhNOGZPwRv+4w1dzlmMr36bHnn9eiNoBbz8VSOsjAZV66Bf3+rpNJvacmjkzPN6uUrVuTRJEqXDsmfHKopHJtd2nMzKmZMPl8VWjc5OK9xtPTvcaeztV4XW6T49wssJ8dPs4cM/wGCkeCzeio7oiq/im/gufsypa7Uq5x4tLPHzN+GQykg=</latexit>

Algorithm Stochastic optimization
Initialize c
repeat

Sample 01, . . . , 0: ⇠ c
Select :/2 top values &(B, 08) for 8 = 1, . . . :
Fit c to these “elites”

a.k.a. Cross-Entropy Method (CRM)
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• Represent  in a way that is directly maximizable


• Example: quadratic 


 


• Possible architecture: dueling network


Qθ

Qθ(s, a) = − 1
2 (a − μθ(s))⊺Pθ(s)(a − μθ(s)) + Vθ(s)

arg max
a

Qθ(s, a) = μθ(s)

max
a

Qθ(s, a) = Vθ(s)

Idea 2: easily maximizable Q

Vθ(s)

Aθ(s, a) = − 1
2 (a − μθ(s))⊺Pθ(s)(a − μθ(s))

MF

θ

DP

π′￼

max

[Gu et al., 2016]
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Idea 3: learn optimizing policyIdea 3: learn optimizing policy
• Previous methods: represent a  maximizer or train one ad-hoc


• More general method: let a deterministic  learn to maximize 


‣ This makes it an Actor–Critic method


• Deterministic Policy Gradient Theorem:


 


 

Q

μθ(s) Qϕ(s, a)

∇θVμθ
(s) = ∇θQμθ

(s, μθ(s)) = ∇θQμθ̄
(s, μθ(s)) + ∇θQμθ

(s, μθ̄(s))
= ∇θQμθ̄

(s, μθ(s)) + γ𝔼(s′￼|s,μθ(s))∼p[∇θVμθ
(s′￼)]

∇θJθ = ∑
t

γt𝔼st∼pθ
[∇θQμθ̄

(st, μθ(st))] = 1
1 − γ 𝔼s∼pθ

[∇θQμθ̄
(s, μθ(s))]

[Silver et al., 2014]

pseudo-reward

t ∼ Geo(1 − γ)
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Deep Deterministic Policy Gradient (DDPG)

• Evaluating : feed actor  into critic 


• Back-propagation (chain rule):


 


• DDPG:


‣ Train critic : TD policy evaluation


‣ Train actor : ascend  with gradient through 

Q μθ(s) Qϕ(s, a)

∇θJθ = 𝔼s∼pθ
[∇θQϕ(s, μθ(s))]

= 𝔼s∼pθ
[∇θ μθ(s)∇aQϕ(s, a = μθ(s))]

Qϕ

πθ Qϕ(s, μθ) μθ

μθ Qϕ
s a

MF

θ

DP

π′￼

max

[Lillicrap et al., 2016]

∇aQϕ(s, a)∇θ μθ(s)



Roy Fox | CS 277 | Winter 2026 | Lecture 6: Advanced Model-Free RL

Today's lecture

Convergence of RL

Continuous action spaces

Trust-region methods

Advantage estimation (cont.)
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Importance Sampling

• Suppose you want to estimate 


‣ but only have samples 


• Importance sampling:


 


‣ Importance (IS) weights: 


‣ Estimate:  with 

𝔼x∼p[ f(x)]

x ∼ p′￼

𝔼x∼p[ f(x)] = 𝔼x∼p′￼[ p(x)
p′￼(x)

f(x)]
ρ(x) =

p(x)
p′￼(x)

ρ(x)f(x) x ∼ p′￼
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IS application 1: multi-step Q-Learning

• -step Q-Learning: 


• Reminder:  evaluates any  but optimal behavior afterward


‣ We need data from  for RHS to estimate optimal target


• To be off-policy: update 


‣ with  for data from 

n Q(st, at) →
n−1

∑
Δt=0

γΔtrt+Δt + γn max
a

Q(st+n, a)

Q*(st, at) at

at+Δt = arg max
a

Q(st+Δt, a)

Q(st, at) →
n−1

∑
Δt=0

γΔtρΔt
t rt+Δt + γn max

a
Q(st+n, a)

ρΔt
t =

t+Δt

∏
i=t+1

π(ai |si)
π′￼(ai |si)

π′￼

MF

θ

DP

π′￼

max



Roy Fox | CS 277 | Winter 2026 | Lecture 6: Advanced Model-Free RL

IS application 2: off-policy policy evaluation

• Estimate  off-policy: 


‣ with 


•  can be very large or small ⇒ high variance


• Some reduction:  is not affected by future actions


 

Jπ = 𝔼ξ∼pπ
[R(ξ)] Jπ = 𝔼ξ∼pπ′￼

[ρπ
π′￼
(ξ)R(ξ)]

ρπ
π′￼
(ξ) =

pπ(ξ)
pπ′￼

(ξ)
= ∏

t

π(at |st)
π′￼(at |st)

ρ(ξ)

rt

Jπ = ∑
t

𝔼ξ≤t∼pπ′￼
[γtρπ

π′￼
(ξ≤t)rt] = ∑

t

𝔼ξ≤t∼pπ′￼
γtrt∏

t′￼≤t

π(at′￼
|st′￼

)
π′￼(at′￼

|st′￼
)

 cancels outp(s′￼|s, a)

MF

θ

DP

π′￼

max

[Precup et al., 2000]
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IS application 3: Off-policy Policy Gradient

• Policy Gradient: 


• Off-Policy PG: 


‣ future discounted rewards affected by 


‣ past probability ratios that affect 


• Should we discount by ? Not if we care about evidence from later states


•  has high variance, some methods just use 

∇θJθ = ∑
t

γt𝔼ξ∼pθ
[R≥t(ξ)∇θlog πθ(at |st)]

∇θJθ = ∑
t

γt𝔼ξ∼pθ′￼
[ρθ

θ′￼
(ξ≤t)R≥t(ξ)∇θlog πθ(at |st)]

R≥t(ξ) = πθ(at |st)

ρθ
θ′￼
(ξ≤t) = πθ(at |st)

γt

ρθ
θ′￼
(ξ≤t) ρθ

θ′￼
(at |st) =

πθ(at |st)
πθ′￼

(at |st)

MF

θ

DP

π′￼

max

[Liu et al., 2018]
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Performance Difference LemmaPerformance Difference Lemma
• Policy gradient = small changes in policy; can we make large changes?


• For any , : 


• Expectation by different policy: Performance Difference Lemma


 


‣ We want to maximize over , with  fixed


• Compare: PG Theorem 

π ξ ∑
t

γtAπ(st, at) = ∑
t

γt(rt + γVπ(st+1) − Vπ(st)) = R(ξ) − Vπ(s0)

∑
t

γt𝔼(st,at)∼pπ
[Aπ̄(st, at)] = 𝔼ξ∼pπ

[R(ξ) − Vπ̄(s0)] = Jπ − Jπ̄

π π̄

∇θJθ = ∑
t

γt𝔼(st,at)∼pθ
[Aπθ

(st, at)∇θlog πθ(at |st)]

advantage of entire trajectory

 in both  and s0 ∼ p π π′￼

[Kakade and Langford, 2002]

telescopic cancelation
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Finding best next policy

• With current policy : find 


‣ Can use  to evaluate 


• But we don't have data  ; idea: sample from 


‣ Trick question: is this on-policy or off-policy? On-policy data, but needs IS weight


 


• Is it reasonable to use  instead? i.e. drop 

π̄ max
π

Jπ − Jπ̄ = max
π ∑

t

γt𝔼(st,at)∼pπ
[Aπ̄(st, at)]

π̄ Aπ̄

(st, at) ∼ pπ π̄

max
π ∑

t

γt𝔼ξ≤t∼pπ̄
[ρπ

π̄(ξ≤t)Aπ̄(st, at)]

ρπ
π̄(at |st) =

π(at |st)
π̄(at |st)

ρπ
π̄(ξ<t)
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Trust-Region Policy Optimization (TRPO)Trust-Region Policy Optimization (TRPO)

• Trust region = space around  where 


‣ Easier to consider 


 




• TRPO:  s.t. 


‣  estimated with critic 


‣ Computational tricks for gradient-based optimization

π̄ ρ(ξ<t) ≈ 1

𝔼ξ<t∼pπ̄
[log ρ(ξ<t)] ≈ 0

−𝔼ξ<t∼pπ̄
[log ρ(ξ<t)] = 𝔻[π̄(ξ<t)∥π(ξ<t)] = ∑

t′￼<t

𝔼ξ<t′￼∼pπ̄
[𝔻[π̄(at′￼

|st′￼
)∥π(at′￼

|st′￼
)]]

max
θ

𝔼(s,a)∼pθ̄
[ρθ

θ̄(a |s)Aθ̄(s, a)] 𝔼s∼pθ̄
[𝔻[πθ̄(a |s)∥πθ(a |s)]] ≤ ϵ

Aθ̄ Aϕ

MF

θ

DP

π′￼

max

[Schulman et al., 2015]
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Proximal Policy Optimization (PPO)

• Same motivation: ascend  with  staying near 


‣ PPO-Penalty: add a penalty term for 


‣ PPO-Clip: ascend  with


 


• Positive / negative advantage ⇒ increase / decrease 


‣ But no incentive beyond 
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• no incentive ≠ doesn't happen 
• PPO has lots more tricks to 
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[Schulman et al., 2017]
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Recap
• Model-based policy evaluation can be solved linearly


• Deep RL isn't just SGD


‣ Exception: policy gradient on offline (batch) data


• Value-based methods struggle to  in continuous action spaces


‣ DDPG:  learns to maximize  (actor–critic method)


• Importance Sampling decouples expectation and sampling distributions


‣ Optimize on-policy objectives with off-policy data


‣ TRPO and PPO: sample from current policy to evaluate next policy, if it's close

max

πθ Qϕ
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Logistics

assignments
• Quiz 3 due next Monday


• Exercise 2 due next Friday


