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Abstract

Autonomous agents can learn by imitating teacher demonstrations of the intended behavior. Hierarchical control policies are ubiquitously useful for such learning, having the potential to break down structured tasks into simpler sub-tasks, thereby improving data efficiency and generalization. In this paper, we propose a variational inference method for imitation learning of a control policy represented by parametrized hierarchical procedures (PHP), a program-like structure in which procedures can invoke sub-procedures to perform sub-tasks. Our method discovers the hierarchical structure in a dataset of observation–action traces of teacher demonstrations, by learning an approximate posterior distribution over the latent sequence of procedure calls and terminations. Samples from this learned distribution then guide the training of the hierarchical control policy. We identify and demonstrate a novel benefit of variational inference in the context of hierarchical imitation learning: in decomposing the policy into simpler procedures, inference can leverage acausal information that is unused by other methods. Training PHP with variational inference outperforms LSTM baselines in terms of data efficiency and generalization, requiring less than half as much data to achieve a 24% error rate in executing the bubble sort algorithm, and to achieve no error in executing Karel programs.

1. Introduction

Autonomous agents that interact with their environment can learn to perform desired tasks when provided with informative learning signals. In imitation learning (IL), a teacher provides demonstrations of successful performance of the task, which consist of traces of sensory observations and the desired control actions during execution of the control policy of the teacher (Schaal, 1999; Argall et al., 2009; Ho & Ermon, 2016; Hussein et al., 2017) or of the learner (Ross et al., 2011; Ross & Bagnell, 2014; Sun et al., 2017). This places some burden on the teacher to correctly control the system, requiring at least an implicit knowledge of how to perform the task, rather than just what the task is. However, such implicit knowledge is in many cases more available to humans than a formal description of success criteria or a reward function — some things are “easier done than said”, e.g. household chores or grammatical speech. Moreover, the rich supervision signal in IL is generally more informative than the reward signal provided in reinforcement learning (RL), potentially reducing the required amount of interaction with the system and the teacher.

Structured control, and in particular hierarchical control, has the potential to further improve data efficiency. Modularity and hierarchy facilitate specialization and abstraction, so that each distinct module of the controller can focus on simpler behavior that is useful in a subset of system states. This specialization reduces the complexity of the relevant features of the state and of the environment dynamics, allowing each module to have a simpler model that can be learned from less data.

This paper takes a hierarchical imitation learning (HIL) approach, by modeling the control policy as parametrized hierarchical procedures (PHP) (Fox et al., 2018), a program-like structure in which each procedure, in each step it takes, can either invoke a sub-procedure, take a control action, or terminate and return to its caller. Given a dataset of observation–action traces of the execution of a teacher control policy, we seek to train the parameters of all procedures in a learner control policy. Taken together, these trained procedures form a control program, with a conditional branching structure induced by each procedure’s choice of sub-procedure calls. This structure is latent in the data and must be discovered, which is particularly challenging with deep hierarchies where multiple levels of nested procedures can call each other.

We propose hierarchical variational imitation learning (HVIL): imitation learning of hierarchical control policies...
via variational inference. We train an inference model to approximate the posterior distribution, given a demonstration, of the latent sequence of procedure calls and terminations that could generate that trace. We sample from this distribution to impute the latent variables and guide the training of the generative PHP.

We experiment with our method to train control programs in two domains. In the Bubble Sort domain, we learn a policy that performs bubble sort of a memory array. Using HVIL to train a PHP with a 4-level hierarchy of 6 procedures, we outperform a 4-layer LSTM baseline in data efficiency, requiring less than half as much data to achieve a 24% error rate. In the Karel domain, we learn to imitate the execution of programs in the Karel language. On some programs, PHP trained with HVIL achieves zero test errors with less than half as much data as an LSTM baseline. PHP also generalizes better than LSTMs to longer executions than seen in training.

Our work extends SRNNs (Fraccaro et al., 2016) to hierarchically-structured discrete latent variables, making three contributions. First, we present a network architecture for an inference model of a hierarchical control policy. Second, we provide analysis of technical considerations that we found necessary for training discrete stochastic RNNs, namely analytic KL and Rao–Blackwellization of non-reparametrizable latent variables. Third, we identify and demonstrate a novel benefit of variational inference in the context of hierarchical imitation learning, leveraging acausal information unused by other methods to facilitate the decomposition of the control policy into simpler procedures. The code used in our experiments is available at https://github.com/royf/hvil.

2. Related Work

Frameworks of hierarchical control often include explicit or implicit call-stacks. In the popular options framework (Sutton et al., 1999), options can use “intra-option” control to call other options. StackRNNs (Joulin & Mikolov, 2015) can explicitly perform stack operations as part of their control. Neural Programmers–Interpreters (NPI) (Reed & De Freitas, 2015) control program execution by maintaining a call-stack of procedures and their arguments. Neural Program Lattices (Li et al., 2016) add the ability to train NPI when the hierarchical structure is latent in some of the traces, using lattices to group the exponentially many latent stack trajectories into a manageable set. Parametrized hierarchical procedures (PHP) (Fox et al., 2018) maintains a similar call-stack, and trains it with a level-by-level application of an exact-inference method. While StackRNN and NPI keep real vectors on the stack, call-stacks of options and PHP maintain discrete values, namely the identifiers of the called options or procedures. PHP, being inspired by procedural programming, differs from options by additionally maintaining a program counter for each procedure.

In this work, we propose to train PHP via a variational inference (VI) method. VI has been used for training autoencoders in unsupervised learning (Kingma & Welling, 2013; Rezende et al., 2014; Zhang et al., 2017), for time-series modelling (Ghahramani & Hinton, 2000; Kulkarni et al., 2014; Bayer & Osendorfer, 2014; Chung et al., 2015; Fraccaro et al., 2016), and recently for RL (Levine, 2018; Fellows et al., 2018; Achiam et al., 2018).

Our method builds on SRNN (Fraccaro et al., 2016), which was originally presented for unstructured continuous latent variables, extending it to hierarchical control policies. Our method also extends PHP (Fox et al., 2018), by training multi-level hierarchies jointly, rather than level-by-level.

3. Preliminaries

3.1. Imitation Learning as Stochastic Inference

We model an agent’s interaction with its environment as a Partially Observable Markov Decision Process (POMDP). At time $t$, the environment is in state $s_t \in S$, and emits an observation $o_t \in O$. Upon seeing the observation, the agent makes a stochastic choice of an update for its internal memory state to $m_{t} \in M$, and of an action $a_t \in A$ (discrete, in this work), according to a policy $p(a_{t}, m_{t+1} | s_{t}, a_{t})$. The environment then makes a stochastic transition to the next state and observation $p(s_{t+1}, o_{t+1} | s_{t}, a_{t})$.

We consider the imitation learning (IL) setting in which a teacher provides a set of demonstrations $D = \{x_j\}$. Each demonstration $x = a_0, a_0, o_1, a_1, \ldots, a_T, o_T$ is an observation–action trace induced by the execution of a teacher policy in the environment. Here $a_T$ is the first occurrence in the sequence of a termination action $\nabla$. The learning problem is to find the parameter $\theta$ of a policy $p_\theta$ that gives high likelihood to the observed data, i.e. to maximize $\log p_\theta(D) = \sum_j \log p_\theta(x_j)$. Denoting by $z = m_0, \ldots, m_T$ the latent sequence of memory states, we have

$$\log p_\theta(x) = \log \sum_z p_\theta(z, x) = \log \sum_z \prod_{t=0}^T p_\theta(m_t, a_t | m_{t-1}, a_t) + \text{const},$$

with the constant in $\theta$ incorporating the log-probability of the environment steps $p(s_{t+1}, o_{t+1} | s_{t}, a_{t})$.

When the memory update is non-deterministic, the support of $z$ can have size exponential in the horizon $T$, which prevents direct optimization of (1). Many existing approaches either have no memory state, allowing only reactive policies $p_\theta(a_t | o_t)$, or more generally have deterministic memory updates $m_t = g_\theta(m_{t-1}, o_t)$, and by extension $z = g_\theta(x)$,
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3.2. Parametrized Hierarchical Procedures

Structure in the policy $p_\theta$ is an inductive bias that can facilitate sample-efficient generalization from the demonstrated behavior to execution on unseen states. In this work, we use the hierarchical control framework of parametrized hierarchical procedures (PHP) (Fox et al., 2018), in which a control policy is modelled as a set of procedures $\mathcal{H}$. Each procedure is tasked with performing a specific behavior, which it does by breaking the task down into a sequence of simpler sub-tasks, and calling a sequence of sub-procedures and control actions to perform these sub-tasks.

Similarly to computer programs, the hierarchical controller’s execution is managed by a call-stack, onto which sub-procedures are pushed when called, and from which they are popped when they terminate (Algorithm 1). Each frame $(h, \tau)$ in the stack consists of the one-hot encoded procedure identifier $h \in \mathcal{H}$ and the counter $\tau \in \mathbb{N}$ of steps that the procedure executed so far. Initially, the stack consists of a single frame, $(h_0, 0)$, where $h_0$ is a fixed root procedure. Let step $i$ of the execution occur in time $t_i$ and let the top stack frame be $(h_i, \tau_i)$. Then procedure $h_i$ takes a stochastic step with distribution $p_\theta(u_i|h_i, \tau_i, o_i)$, where $u_i \in \mathcal{H} \cup \mathcal{A} \cup \{\emptyset\}$ is either a sub-procedure, a control action, or the termination indicator $\emptyset$. Respectively in these three cases: (1) if $u_i \in \mathcal{H}$, the frame $(u_i, 0)$ is pushed into the stack, calling the sub-procedure $h_{i+1} = u_i$; (2) if $u_i \in \mathcal{A}$, the action $a_i = u_i$ is taken in the environment, and $h_i$ remains the active procedure; or (3) if $u_i = \emptyset$, then the frame $(h_i, \tau_i)$ is popped from the stack, and $h_i$’s caller (now at the top) resumes control. In either of the cases (1) or (2), $h_i$’s step counter $\tau_i$ is incremented by 1. The episode ends with $\tau = \emptyset$ when the root terminates.

For each $h$, the PHP $p_\theta(u|h, \tau, o)$ is represented by a neural network (Figure 1), and jointly they all induce the stochastic process $z = \{u_i\}$. Note that the observation $o_i$ is not stored on the stack, and that the time $t$ advances only in PHP steps $i$ that take control actions $a_i = u_i \in \mathcal{A}$.

Each PHP can in principle call any other PHP, including itself recursively. In practice, it is useful to define a call-graph over procedures, with edges from each PHP to those it can call as sub-procedures. The call-graph is a way for users to specify any available prior knowledge on the desired program structure. In our experiments, unless otherwise specified, we restrict call-graphs to be full 5-ary trees.

3.3. Variational Inference

Since we cannot directly optimize the objective (1), we will optimize a proxy, namely the evidence lower bound (ELBO). For any distribution $q_\phi(z|x)$, we have

$$\log p_\theta(x) \geq \mathbb{E}_{z|x \sim q_\phi} \left[ \log \frac{p_\theta(z, x)}{q_\phi(z|x)} \right],$$

(2)
We optimize the ELBO by sampling a batch of traces from $D$. Algorithm 2, summarized in Algorithm 2, uses variational inference to learn a PHP from demonstrations. Following the notation of Section 3, we need to be able to compute $\log p_\theta(z|x)$ and $\log q_\phi(z|x)$, and to sample from $q_\phi(z|x)$. For the control structure defined in Section 3.2, we have

$$\log p_\theta(z|x) = \sum_t \sum_{i \in I_t} \log p_\theta(u_i| h_i, \tau_i, o_t) + \text{const},$$

where $I_t$ are the PHP steps taken in time $t$, and the constant is the same as in (1). Similarly, it is convenient to choose for $q_\phi$ the structure

$$\log q_\phi(z|x) = \sum_t \sum_{i \in I_t} \log q_\phi(u_i| h_i, \tau_i, x).$$

This structure suggests parametrizing $q_\phi$ using a second copy of the set of procedures used by $p_\theta$. Such inference procedures, illustrated in Figure 2, would operate similarly to the original generative procedures, with two differences. First, the distribution $q_\phi$ is conditioned on the entire trace $x$, both its past and future, which implies that inference procedures should get $x$ as input. Following the SRNN architecture (Fraccaro et al., 2016), we process the trace $x$ using a deterministic bidirectional RNN $b_\phi(x)$, to obtain a time-dependent posterior context $b_t$. We use $b_t$ as input to inference procedures in the same way that we input $o_t$ to...
generative procedures, yielding $q_\phi(u_i|h_i, \tau_i, b_i)$. Note that

gradients of $q_\phi$ and $p_\theta$ are not back-propagated through the
discrete variables $h$, $\tau$, or $u$, but are back-propagated to
the bidirectional RNN through $b$.

The second difference from generative procedures is that
inference procedures are constrained to make choices that
includes all the correct actions of the demonstrated trace, i.e.
having $u_i = a_t$ for the last $i$ in $I_t$ for all $t$. Otherwise, $q_\phi$
has support for inconsistent values of $z$ for which $p_\theta(z, x) = 0$,
leading to an undefined ELBO. To achieve consistency, we
mask the output of the active inference procedure to set the
logit of any inconsistent $u_i$ to $-\infty$, before normalizing $q_\phi$
with softmax. If any prior information is available in the
form of a call-graph, restricting which sub-procedures each
procedure can call, then we ensure that inference procedures
only take paths in this graph that can lead to the known action $a_t$. In particular, we preclude any control action
selection other than $a_t$.

4.2. Variance Reduction

Analytic KL computation. Computing the ELBO (2) “analytically”, with an explicit sum over all values of
$z$, often has better convergence properties than sampling
$z|x \sim q_\phi$ (Kingma & Welling, 2013). This is usually attributed to the high variance of the score (3), particularly when $q_\phi(z|x)$ is a poor approximation of the true posterior
$p_\theta(z|x)$. In our experiments, we found that analytic KL was 
indeed necessary, but for a different reason: the ELBO gradient estimator (4) becomes effectively biased as $q_\phi(z|x)$
tend to 0 for some values of $z$ that are supported by $p_\theta$. This
occurs frequently in our setting when $q_\phi$ is successful in
using future information in $x$, unavailable to $p_\theta$, to rule out
“incorrect” latent structure.

We prove the existence of this effect in a simple binary example, where $q(z|x)$ is $\epsilon$ for $z = 0$, and $1-\epsilon$ for $z = 1$.
We note that, as $\epsilon \rightarrow 0$, samples of $z$ of any practical size eventually cease to include instances of $z = 0$. The score gradient estimator (to maximize) then becomes

$$\partial_\epsilon f + f \partial_\epsilon \log q(z|x)$$

$$= -\partial_\epsilon \log (1-\epsilon) + \frac{\log p(1, x)}{\log(1-\epsilon)} \partial_\epsilon \log \epsilon > 0.$$ 

Intriguingly, even as $q$ approaches the correct distribution and samples correct values of $z$, the gradient indicates, incorrectly, that the objective would be improved by increasing $\epsilon$. This would prevent the convergence of $q$ to a correct deterministic distribution.

To compute the ELBO (2) analytically, we must factorize
the exponentially large support of $q_\phi$ by breaking the ELBO
down into individual PHP steps, and then compute the KL of each step with an exhaustive sum. We define

$$D_{KL}(u_{<i}, x) = D[q_\phi(u_{<i}, x) \parallel p_\theta(u_{<i}, o_i)],$$

such that the ELBO is

$$-\sum_i \sum_x E_{u_{<i}|x \sim q_\phi} [D_{KL}(u_{<i}, x)].$$

For each PHP step $i$, we sample $u_{<i} = u_0, \ldots, u_{i-1}$ by extending $u_{<i-1}$ from the previous step, and compute the one-step KL $D_{KL}(u_{<i}, x)$ analytically. This process is summarized in Algorithm 2.

Rao–Blackwellization of analytic-KL score gradient estimators. Rao–Blackwellization is the reduction of the variance of an estimator by taking its expectation with respect to a sufficient statistic. The score gradient estimator (4) can be Rao–Blackwellized by including in $\nabla \log q_\phi(z|x)$ only factors of $z$ that are used in computing $f$ (Schulman et al., 2015).

We leverage our ELBO factorization (5) to propose a Rao–Blackwellization of a score gradient estimator that is computed with analytic KL:

$$\sum_i \sum_x (\nabla D_i(u_{<i}, x) + D_i(u_{<i}, x) \nabla \log q_\phi(u_{<i}|x)).$$

4.3. Leveraging Acausal Information

In this section we identify a source of information in demonstration traces that, to our knowledge, has previously been unused. We show that HVIL can extract this information and leverage it to improve data efficiency. We demonstrate this principle with an illustrative example.

Consider a conditional generative model $p(y|x)$. There may exist a variable $z$, such that knowing $z$ at training time breaks down the problem into two easier learning problems: of estimating $p(z|x)$ and $p(y|x, z)$. For example, let $x$ be an image, $z$ a label in one of 10 classes, and $y$ an arbitrary partition of the classes into two categories. Such $y$ is less informative than $z$ about important image features, and its dependence on those features is higher-order than that of $z$, leading to higher sample complexity when $z$ is latent.

Similar arrangements can occur naturally in imitation learning problems. Consider a robot learning to manipulate objects on a table. The robot perceives an image $x$ of an object, and decides on an action $y$, e.g. pick or push. Later, the robot reaches for the object to pick or push it, and can take a closer and clearer image, in which the object’s class $z$ is obvious. Since $z$ is not causally linked to $y$, most imitation learning algorithms do not extract from $z$ any information useful for training the policy $p(y|x)$.
To illustrate this phenomenon, we define a simple POMDP in which $o_0$ is an MNIST image and $o_1$ is a one-hot encoding of the digit in that image. The teacher selects a binary action $a_0$ that equals the digit’s parity with probability $p$ varying from 0.6 to 1, and terminates on $a_1 = \emptyset$. An RNN trained with back-propagation through time to minimize the cross-entropy from teacher demonstrations has no gradient in time $t = 1$, because $a_1$ is constant. Although $o_1$ is very informative, it is never used in training time because it cannot be used to decide $a_0$ in execution time.

We generate datasets of between 100 and 6400 traces, and train three models: (1) a 64-unit LSTM, fed by a standard ConvNet\(^1\); (2) a similar 2-layer LSTM; and (3) a 2-level PHP with one root and 5 sub-procedures. The generative procedures are the same standard ConvNet, and the inference procedures use a 32-unit bidirectional LSTM, fed by a ConvNet and feeding into a multi-layer perceptron (MLP) with a 64-unit hidden layer.

The results, summarized in Figure 3, show a clear benefit to PHP trained with HVIL in the low-data, high-noise regime. Even without noise, our method outperforms LSTM when only 100 demonstrations are given. This suggests that the inference procedures were indeed able to infer latent structure $z$ that helps guides training of the generative procedures.

5. Experiments

5.1. Bubble Sort

We train a hierarchical control policy to perform the bubble sort algorithm on a list of integers stored in external memory. The environment is an emulator of a computation device with two memory pointers. The actions can move either pointer left or right, or swap the memory values between the pointers. Each observation consists of the values addressed by the two pointers as one-hot encodings, as well as indicators for each pointer addressing the first or last integer.

Experiment setup. A teacher generates traces of the execution of the bubble sort algorithm, on lists of up to 10 integers. We use HVIL to learn a 4-level PHP, consisting of 6 procedures arranged in a partial binary tree. Each generative procedure is represented by a MLP with a 100-unit hidden layer. The inference procedures have the same architecture, applied to the output of a 32-unit bidirectional LSTM instead of the observation.

Every procedure in the hierarchy can take any control action, and in principle could perform the entire task. To encourage diversity between the procedures and avoid mode collapse into a non-hierarchical solution, we add an entropy regularization term on the inference procedures with an initial weight of 1 and exponential decay of 0.7 every 5000 steps.

We compare this model to a 4-level 64-unit LSTM, fed by a 64-unit MLP and feeding into another 64-unit MLP to which softmax is applied to select the action.

---

\(^1\)The architecture for the MNIST ConvNet is taken from [here](https://github.com/pytorch/examples/blob/master/mnist/main.py)
The optimization algorithm is Adam with weight decay $10^{-3}$ and PyTorch default hyperparameters. Each batch consists of 10 traces. Each model is trained for 100K steps from demonstration datasets of sizes varying between 10 and 100.

Results. Figure 4 summarizes the experiment results. As expected, the error rate drops as larger datasets are used, and it drops faster for HVIL training of PHP than for the LSTM baseline. These results suggest that HVIL is able to extract more information than end-to-end RNN training from the same amount of data, and to use it to execute the bubble sort algorithm more reliably. With 30 demonstrations, HVIL already generalizes to reproduce the exact action sequence in 76% of test traces, while RNN requires more than 70 demonstrations to achieve that level of performance.

5.2. Karel

Karel is an educational programming language (Pattis, 1981) used in introductory classes. In the Karel language, the programmer writes programs (complete with constructs like if, ifElse, and while) that produce sequences of actions for an agent (a robot named Karel) which lives in an $m \times n$ grid world. Each cell in the grid can contain a wall, or up to 10 markers. The agent can occupy cells containing markers, but not walls. The actions available to Karel are move, turnLeft, turnRight to advance along its current orientation or change the orientation, and pickMarker, putMarker to decrease or increase the number of markers in the agent’s current cell. The agent observes the values of leftIsClear, rightIsClear, frontIsClear, and markersPresent, which are the predicates (along with their negations) that can appear as the condition for if, ifElse, and while.

Karel has been used in past work on program synthesis and induction (Devlin et al., 2017; Bunel et al., 2018; Shin et al., 2018; Chen et al., 2019). In their setting, the method receives a number of input and output pairs that specify the semantics of an unknown program. Then, the model should either learn to directly operate the robot to reproduce the correct final grid for unseen input grids (program synthesis), or output a program in the Karel language that matches the unknown program (program induction). In our work, we perform program induction, represented as PHP, by imitating complete demonstration traces of a target Karel program. That is, the trained PHP should perform the same actions as that Karel program on test inputs.

Experiment setup. We evaluate HVIL on the 7 Karel programs from Hour of Code which contain loops (https://bit.ly/karel-dataset); they are listed in Appendix A. We prepend turnRight to each program, so that at least one step is taken before termination, as PHP requires. In our experiments, we sought to compare the training data efficiency as well as generalization ability of our PHP training method, compared to an RNN baseline.

To generate our training and test data, we follow the methodology of Bunel et al. (2018). We randomly sample a set of 5 initial grid states. For each grid, we: (1) randomly pick a world size between $2 \times 2$ and $16 \times 16$, excluding the outer walls; (2) sample whether each cell should contain walls or markers from a Bernoulli distribution (with its parameter drawn from a normal distribution); (3) for the marker-containing cells, sample a marker count from a geometric distribution; and (4) sample a location and orientation for the agent amongst the cells lacking walls. After sampling 5 grids, we execute the program on them and check whether they execute without crashing (without attempting to move into a wall) and sufficiently exercise all paths through it (i.e. for each statement in the program, at least one grid causes it to be executed; each branch of if/while blocks are taken at least once). If they do, we record the demonstrations using these initial grid states and add them to our dataset; otherwise, we reject them. We repeat this process until we have a total of 10,000 demonstrations for each program.

We compare four different models. The first is an LSTM baseline containing two layers with 64 hidden units each, fed by a 64-unit MLP to process the observation and feeding into another 64-unit MLP to decide the action (where each MLP contains two fully-connected layers with a ReLU activation function in between). The other three models are PHPs with full 5-ary trees of depth 1, 2, and 3 as call-graphs, each containing 1, 6, and 31 procedures respectively with a 256-unit hidden layer. As the call-graphs are full 5-ary trees, they encode no domain-specific information about the structure of the learned program.

Data efficiency experiments. In these experiments, we compare the performance of the four models on a test set containing 100 demonstrations, after training on 10, 20, 40, or 80 demonstrations randomly sampled from the remaining 9900 demonstrations. Figure 5 summarizes the results.

Overall, both kinds of models benefit from having a greater number of training demonstrations. However, our results suggest that HVIL training of PHPs can again extract more information from the same amount of data compared to the LSTM baseline, as they generally achieve lower error. The depth of the hierarchy has varying effect on the accuracy: in program C, the 3-level PHP performs best, but in program A worst.

Generalization experiments. In these experiments, we compare the performance of the four models on the ability to generalize to inputs requiring longer execution times than those seen during training. From the 10,000 demonstrations
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Figure 5. Error rate in imitation learning of Karel programs for datasets of training demonstrations of sizes 10 to 80. We compare three different PHP arrangements, full 5-ary trees of depths 1 to 3, trained via HVIL, as well as an end-to-end trained LSTM baseline. Results for more Karel programs are included in Appendix B.

Figure 6. Error rate in imitation learning of Karel programs trained on demonstrations that are shorter than the test data. As the split point increases from 10% to 50%, longer demonstrations are included in the training dataset; however, test demonstrations are always longer still. Except on program C, the hierarchical control policies exhibit better generalization. Results for more Karel programs are included in Appendix B.

for each program, we computed the set of unique demonstration lengths seen throughout those demonstrations. For each set of demonstration lengths, we computed the 10th, 20th, 30th, 40th, and 50th percentile lengths. For each Karel program and for each percentile, we create a training and test set where the training set consists of 250 demonstrations with length less than that percentile trace length, and the test set consists of 100 demonstrations with length at least that percentile trace length. Thus, each test demonstration is longer than every training demonstration. Figure 6 summarizes the results.

On all but program C, our results suggest that the LSTM exhibits poorer generalization to longer test demonstrations than HVIL. We hypothesize that the hierarchical structure of PHPs acts as a prior which makes it more likely that they will learn the correct procedures of the program, which can perform reliably on longer demonstrations than ever seen in training.

6. Conclusion

In this paper we proposed HVIL, a variational inference method for training hierarchical control policies from demonstrations in which the structure is latent, including a novel architecture for the inference model. We detailed variance reduction methods that we found necessary for successful training. We also identified a novel benefit of HVIL, namely the ability to leverage acausal information in decomposing a task into a hierarchy of simpler procedures.

Our method can benefit from further innovation both in variational inference and more generally in stochastic optimization. We expect that introducing control variates, such as RELAX (Grathwohl et al., 2017), can significantly reduce the variance of the gradient estimators and improve convergence rates and robustness. Tighter bounds on the log-likelihood objective, such as IWAE (Burda et al., 2015), can also help in cases where $q_{φ}$ is insufficiently expressive to match the posterior, however an open question is how to combine such bounds with the variance reduction methods of Section 4.2.

Training hierarchical policies with HVIL opens up the possibility of extending the model with components that enlarge the latent space but provide more expressiveness and regularization. For example, the procedures of a PHP can take arguments and terminate with return values (Fox et al., 2019). PHP would also be more expressive if they were augmented with a recurrent state.

In this work, we refrained from supplying meaningful prior knowledge in the form of a call-graph of procedures. In future work, we will explore the benefits of a compatible call-graph in improving data efficiency and generalization, and study data-driven methods for assisting the discovery of such call-graphs.
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A. List of Karel Programs

1. Program A: def run() { turnRight();
   while (noMarkesPresent()) { move();
   if (rightIsClear()) { turnRight(); }
   }

2. Program B: def run() { turnRight();
   while (noMarkersPresent()) { move();
   if (leftIsClear()) { turnLeft(); }
   }

3. Program C: def run() { turnRight();
   while (noMarkersPresent()) { if
   (rightIsClear()) { turnRight();
   move(); }
   }

4. Program D: def run() { turnRight();
   while (noMarkersPresent()) { if
   (frontIsClear()) { move(); } else {
   turnLeft(); }
   }

5. Program E: def run() { turnRight();
   while (noMarkersPresent()) { if
   (frontIsClear()) { move(); } else {
   turnRight(); }
   }

6. Program F: def run() { turnRight();
   while (noMarkersPresent()) { if
   (frontIsClear()) { move(); } else {
   if (rightIsClear()) { turnRight(); }
   else { turnLeft(); }
   }
}
B. All Karel Experiment Results

Figure 7. Error rate in imitation learning of Karel programs for datasets of training demonstrations of sizes 10 to 80.

Figure 8. Error rate in imitation learning of Karel programs trained on demonstrations that are shorter than the test data.